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Abstract:
Objective: This study investigates the use of high-performance data mining techniques to predict the follow-up period 

of diabetes patients.

Material and Methods: The diabetes dataset was obtained from Pak Phanang hospital in Nakhon Si Thammarat, Thailand. 

The hospital acquired the data between January 1 and December 31, 2022. The hospital-based retrospective study was 

based on 2,042 records, featuring 14 independent factors; including age, gender, systolic blood pressure, diastolic blood 

pressure, body mass index, pulse, weight, height, waist, smoking, drinking, parental history of diabetes, and fasting blood 

sugar and creatinine levels. To predict the follow-up period of diabetes patients, six well-known classification models were 

employed: Random Forest (RF), Extra Trees Classifier (ETC), Adaptive Boosting (Adaboost), Support Vector Machine 

(SVM), K-Nearest Neighbor (KNN), and Artificial Neural Network (ANN). Class imbalances were addressed by using 

the Synthetic Minority Oversampling Technique (SMOTE), and feature importance was handled using the RF model.

Results: The experimental results demonstrated that, by applying SMOTE together with Random forest feature selection, 

the Support vector machine outperformed the other models; exhibiting the highest performances with a weighted precision 

of 0.9296.
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Introduction
 Diabetes is a chronic disease caused by the 

insufficient production of the hormone insulin, leading to high 

blood sugar levels. Diabetes has an impact on the overall 

health of the body and can lead to complications, such 

as cardiovascular diseases, stroke, high blood pressure 

and chronic kidney disease. According to the International 

Diabetes Federation (IDF), in 2021, there were 537 million 

people with diabetes, and it is estimated that by the years 

2030 and 2045, the number of people with diabetes will have 

increased to 643 and 783 million, respectively. Currently, up 

to 6.7 million diabetes-related deaths occur annually, or one 

every 5 seconds. Additionally, diabetes and diabetes-related 

healthcare account for up to 11.0% of global healthcare 

spending. Therefore, diabetes has a significant impact on 

the global economy and wider society1,2. 

 According to a public health statistics report from 

the ministry of public health in Thailand, diabetes is one 

of the six leading causes of death in the country, with 

the incidence of diabetes continuously rising. There are 

300,000 new cases annually, and 3.3 million are currently 

registered diabetes patients. In 2020, there were a total 

of 16,338 deaths from diabetes, which equals to a death 

rate of 25.1 per 100,000 population. The average annual 

public healthcare expenditure for diabetes treatment is 

47.596 billion Baht. When the costs of diabetes-related 

cardiovascular disease, stroke and high blood pressure 

are included, the overall healthcare costs amount to 

approximately 302.367 billion Baht per year3,4.

 In general, diabetes patients are categorized into 

three groups for treatment. Patients in each group are given 

a target range for fasting blood sugar levels. For adults 

with good functional status and without complications, the 

target fasting blood sugar level ranges from 80 to 130 

milligrams per deciliter. For patients with complications, 

reduced functionality, life-limiting comorbid illnesses, or 

substantial cognitive or functional impairments, the target 

fasting blood sugar level ranges from 90 to 150 milligrams 

per deciliter. For diabetes patients receiving palliative care 

and end-of-life care, the target fasting blood sugar level 

ranges from 100 to 180 milligrams per deciliter, so as to 

avoid hypoglycemia and symptomatic hyperglycemia, while 

reducing the burdens of glycemic management5.

 Continued follow-up care is necessary to sustain the 

effects of a good treatment plan as well as to monitor target 

fasting blood sugar levels. This can reduce mortality rates 

and diminish and avert complications caused by diabetes, 

resulting in an improved quality of life6. The follow-up 

period is therefore critical for diabetes patients and has 

been extensively researched. For diabetes patients treated 

with oral hypoglycemic agents, monthly follow-ups have 

been shown to indicate better levels of Diabetes Mellitus 

Quality of Life (DMQoL) and fasting blood sugar than three-

month follow-ups7. Zhao et al. found that diabetes patients 

who underwent more than two follow-up periods a year 

showed better results in fasting blood sugar, hemoglobin 

A1C, waist circumference, blood pressure, cholesterol and 

low-density lipoprotein than patients who underwent less 

Conclusion: The results indicated that incorporating both SMOTE and feature selection resulted in significantly improved 

accuracy in predicting the follow-up period of diabetes patients for most models. Therefore, doctors and related healthcare

providers could employ our proposed web-based tool to effectively schedule follow-up care for diabetes patients.
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frequent monitoring, especially in younger patients or those 
with high hemoglobin A1C levels8. According to the Thailand 
diabetes practice guidelines 2023, the follow-up for diabetes 
treatment is determined by fasting blood sugar. The initial 
follow-up period is every 1–4 weeks. Once fasting blood 
sugar is controlled within the target range, the follow-up 
period is every 2–6 months or every 3 months on average9.
 Today a huge amount of valuable raw medical data 
is available to healthcare providers. Conversely, so much 
data is available that providers may have difficulty extracting 
the most appropriate information from a database. Handling 
big datasets usually requires the use of data mining 
techniques, which explore unobserved patterns in data. 
The use of these techniques improves the performance of 
predictive models; thereby, aiding medical decision-making. 
Classification is a fundamental, widely used data mining 
technique, which is an essential decision-making tool for 
building diabetes prediction models. In the literature, many 
studies have been conducted to accurately forecast the 
diagnostic result for patients. Perveen et al. utilized J48 
DT, Bagging, and Adaboost on the dataset obtained from 
the Canadian Primary Care Sentinel Surveillance Network 
(CPSSN). Their findings indicated that the Adaboost 
ensemble methodology yielded the most effective results10. 
Mujumdar and Vaidehi applied various classification 
techniques; including Support Vector Machines (SVM), 
Random Forest (RF), Decision Trees (DT), Extra Tree 
Classifier (ETC), Adaptive Boosting (AdaBoost), Multi-Layer 
Perceptron (MLP), Linear Discriminant Analysis (LDA), 
Logistic Regression (LR), K-Nearest Neighbors (KNN), 
Gaussian Naive Bayes (NB), Bagging and Gradient Boost 
Classifier, to the Pima Indian Diabetes Datasets (PIDDs). 
They concluded that LR achieved the highest accuracy, 
while the use of a pipeline resulted in AdaBoost classifier 
being identified as the best model11. In 2020, Kazerouni et 
al. utilized four classification models; namely: KNN, SVM, 
LR and Artificial Neural Network (ANN), to predict type-2 
diabetes mellitus using 6-IncRNA. They employed privately 
collected datasets from other authors. The results showed 
that SVM and LR achieved the highest area under the 

curve (AUC), indicating superior performance. On the other 
hand, KNN and ANN exhibited high mean AUC and low 
standard deviation of AUC. Additionally, KNN demonstrated 
the highest mean sensitivity, while SVM showed the 
highest specificity12. Pranto et al. have developed a model 
using machine learning approaches; such as DT, KNN, 
RF, and NB on the PIDDs, and a dataset obtained from 
Kurmitola general hospital in Dhaka, Bangladesh. They have 
concluded that both the RF and NB classifiers performed 
effectively on both datasets13.
 When dealing with imbalanced datasets, classifiers 
often exhibit a bias towards the majority class, resulting 
in high accuracy for that class, but poor accuracy for the 
minority classes14. Researchers have presented the Synthetic 
Minority Oversampling Technique (SMOTE) technique for 
addressing imbalanced data, which has demonstrated 
superior performance in existing literature. Sooklal and 
Hosein have applied various LR models, including LR with 
SMOTE, benefit-based LR using a cost-based model and 
benefit-based LR using a life-expectancy model to the 
PIDDs. They have reported that the LR model, with a simple 
modification achieved the maximum accuracy15. Nnamoko 
and Korkontzelos utilized the SMOTE technique to address 
class imbalance. They applied various classifiers; including 
NB, SVM, RIPPER, and C4.5 DT, on the PIDDs, German 
credit dataset, and biodegradation dataset. Their findings 
indicated that using SMOTE in conjunction with the C4.5 
DT classifier resulted in superior performance compared to 
the other classifiers16. Hairani, Saputro, and Fadli employed 
the SMOTE technique to address the issue of imbalanced 
classes in on the PIDDs. The SVM has the highest accuracy 
and sensitivity; whereas, the naïve Bayes technique yields 
the highest specificity17. Erlin et al. addressed the issue of 
unbalanced data by employing SMOTE to augment the 
minority class in the PIDDs with synthetic data samples. 
The model was assessed and demonstrated a satisfactory 
level of performance18.
 In addition, feature selection is essential in diabetes 
datasets, to determine the most crucial characteristics for 
classification or prediction. High-dimensional datasets 
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frequently include unnecessary or redundant features, 
which can lead to overfitting and reduced accuracy. Feature 
selection enhances classification accuracy, by reducing 
dimensionality and eliminating non-essential or redundant 
features; hence, simplifying the model and enabling better 
real-time performance. Researchers in the literature have 
explored the use of feature selection techniques in diabetes 
datasets to tackle this issue. These techniques include: 
genetic algorithm19, RF importance20, Fast correlation-
based filter21 and Binary wheal optimization algorithm22, 
combined with different classification models for improved 
performance.
 However, the use of classification techniques to 
predict the most appropriate follow-up period for diabetes 
patients with RF feature selection and SMOTE still remains 
challenging, due to the lack of research.
 In this work, we utilized a diabetes dataset from Pak 
Phanang Hospital in Nakhon Si Thammarat, Thailand, to 
develop a classification model that can predict the follow-
up period of diabetes patients. The SMOTE and feature 
selection by RF were applied to the acquired dataset to 
improve classification performances. The impact of both 
processes was analyzed. Six well-known classification 
techniques were then applied to the preprocessed data 
and their performances were compared.

Material and Methods
 Ethical considerations
 The study was approved by the PSU Human 
Research Ethics Committee, Prince of Songkla University 
(PSU-HREC-2023-044-1-3), which met the criteria for an 
Exempt Research Determination.

 Dataset description
 The diabetes dataset was obtained from Pak 
Phanang Hospital in Nakhon Si Thammarat, Thailand, 
between January 1 and December 31, 2022. The dataset 
consists of 2,042 records of patients over 35 years old 
that were diagnosed with diabetes based on ICD-10 codes 
E110–E119. In the data preprocessing stage, we removed 
any records that were missing or duplicated. In addition, 

we transformed qualitative data; such as gender, smoking 
status, alcohol consumption, into quantitative data. The 
specifications of 14 independent, potential risk factors 
and one multiclass follow-up period outcome variable are 
presented in the following table.

 SMOTE (imbalanced data to balanced data)
 The SMOTE is used in machine learning to address 
class imbalance in datasets when the minority class is 
underrepresented compared to the majority class or classes. 
SMOTE generates new samples in a class by randomly 
selecting one (or more, depending on the over-sampling 
rate) from the KNN of the existing samples in the minority 
class. The performance of predictions is improved, because 
class imbalance can lead to predictive models that under-
perform due to a lack of examples23. In the context of 
medicine, SMOTE can be applied to tasks; such as disease 
prediction, medical image analysis, clinical decision support 
systems and drug discovery24,25.

 Feature selection
 Feature selection based on the RF classifier is a 
dimensionality reduction technique used to improve the 
quality and efficiency of machine learning in various fields; 
including healthcare and finance. It identifies and ranks 
the importance of factors in a dataset. It is employed to 
determine which factors have the most significant impact 
on the predictions of the model, and aids in selecting a 
subset of the most relevant factors for building predictive 
models25,26.
 
 Diabetes prediction model
 In computer science and machine learning, 
classification is a significant process that predicts or 
categorizes objects based on multiple factors. Classification 
is accomplished using supervised learning computer models 
that divide the data into a training set and a testing set. 
Individual classifiers rely on the training data, and the 
effectiveness of these classifiers is evaluated using the test 
data. We employed the following six different classification 
models, using the Scikit.learn 1.4.1 package27.
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 Random forest 
 RF classification is based on aggregating votes from 
multiple decision trees, each generated by independently 
sampling data with consistent patterns. Despite potential 
differences in the factors considered, this process enhances 
diversity and independence among the trees. The decision 
tree with the most votes determines the classification 
outcome28. In this research, the number of trees in the 
forest was set to 15.

 

 Extra Trees classifier 
 ETC algorithm operates quite similarly to the RF, 
except for how it constructs its trees. Each decision tree in 
ETC is built from the original training data. Random samples 
of the top k best factors are selected for decision making 
and the Gini index is used to identify the most important 
feature for splitting the data in trees. These randomly chosen 
feature samples contribute to creating several decision trees 
that are independent of each other29. In this research, the 
parameters of ETC were set to default in the Scikit.learn 
package.

No. Factors Values Type

1 Age 35–102 years Numeric
2 Gender The value is 0 when the patient is male. 

The value is 1 when the patient is female.

Binary

3 SBP 78–185 mm/hg Numeric
4 DBP 45–109 mm/hg Numeric
5 BMI 12.17–57.81 kg/m² Numeric
6 Pulse 50–126 bpm Numeric
7 Weight 28.2–148.0 kg Numeric
8 Height 133–190 cm Numeric
9 Waist 60–144 cm Numeric
10 Smoking The value is 0 when the patient does not smoke. The value is 1 when the patient either 

smokes or has quit smoking for less than a month. The value is 2 when the patient 

has quit smoking for greater than a month. The value is 3 when there is no smoking 

information available about the patient.

Multiclass

11 Drinking The value is 0 when the patient does not drink alcohol. The value is 1 when the patient 

drinks alcohol. The value is 2 when the patient has quit drinking alcohol. The value is 3 

when there is no drinking alcohol information available about the patient.

Multiclass

12 PD The value is 0 when the parents do not have diabetes. The value is 1 when one of the 

parents has diabetes. The value is 2 when the parents have diabetes.

Multiclass

13 FBS 49–572 mg/dl Numeric
14 CR 0.30–9.74 mg/dl Numeric
15 Follow-up period The class is 0 when the follow-up period ranges between 1 and 4 weeks. The class is 

1 when the follow-up period ranges between 5 and 8 weeks. The class is 2 when the 

follow-up period ranges between 9 and 12 weeks. The class is 3 when the follow-up 

period is greater than 12 weeks.

Multiclass

SBP=systolic blood pressure, DBP=diastolic blood pressure, BMI=body mass index, PD=parent with diabetes, FBS=fasting blood sugar, 
CR=creatinine

Table 1 Dataset specifications
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 Adaptive boosting 
 AdaBoost is frequently used in conjunction with other 
algorithms to improve their performance. Its primary function 
is boosting, which transforms weak learners into strong 
ones. The performance of each tree within the AdaBoost 
classifier is contingent on the error rate of the last built tree30. 
In this research, the base estimator was the decision tree 
classifier initialized with a maximum depth of 9.

 Support Vector Machine
 The objective of the SVM algorithm is to find 
hyperplanes in a multidimensional space that can effectively 
classify data points. These hyperplanes are generated 
iteratively by SVM, with the aim of minimizing errors31. In 
this research, the kernel type was set to linear.

 K-nearest neighbor
 The KNN algorithm categorizes data points based 
on the classification of their k closest neighbors, which 
can affect sensitivity to the choice of the parameter k 
and potentially reduce accuracy32. In this research, the 
parameters of KNN were set to default in the Scikit.learn 
package.

 Artificial neural network 
 The ANN model is a network of interconnected nodes 
analogous to neurons in the biological neural network. 
Each neural network has three critical components: node 
characteristics, network topology, and learning rules. 
Node characteristics determine how signals are processed 
by nodes; including the number of inputs and outputs 
associated with each node, the weights associated with 
each input and output, and the activation function. Network 
topology defines how nodes are organized and connected. 
Learning rules specify how the weights are initialized and 
adjusted33. In this research, we set up a model with 2 hidden 
layers: the first with 200 neurons and the second with 100 
neurons, with the maximum number of iterations being set 
to 1,000.

 Assessment of performance metrics
 The confusion matrix for multiclass classification 
is an N x N matrix; wherein, N represents the number 
of classes in the multiclass classification problem. Each 
row in the matrix represents the actual classification, 
and each column represents the predicted classification. 
Therefore, correctly classified elements are located on the 
main diagonal from top left to bottom right. It was used 
to determine model performances and gain insights into 
the classification results. Let TP

ii
 represent the number of 

observations correctly predicted as class i and FP
ij
 represent 

the number of observations from actual class i that were 
incorrectly predicted as class j, where i ≠ j and i, j =1,2,...,N.

 Accuracy 
 This metric measures the overall correctness of 
predictions by calculating the ratio of correctly predicted 
instances to the total number of instances. It was calculated 
as follows:

 

 
 Weighted precision
 Weighted recall is a performance indicator that 
assesses the effectiveness of a classification model, 
accounting for the unequal distribution of classes by 
considering the significance or weight of each class. The 
calculation involves summing the recall values for each 
class, with each value weighted according to the proportion 
of that class in the dataset. It was calculated as follows:

 Wherein: w
i
 is the weight or proportion of class in  

the dataset.  
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 Weighted recall
 Weighted recall is a performance metric for 
classification models that accounts for class imbalance, by 
considering the importance or weight of each class. The 
calculation involves summing the recall values for each 
class, with each value being weighted by the proportion of 
that class in the dataset. It was calculated as follows:

 Wherein: w
i
 is the weight or proportion of class in 

the dataset.

 
 Weighted F1-score
 The weighted F1-score is the harmonic mean 
of weighed precision and weighted recall. It provides a 
balanced measure of precision and recall for each class, 
treating all classes equally. It was calculated as follows:

Results
 The experiments were performed on a quad-core 
Intel Core i5 2.40 GHz processor with 8 GB of main memory, 
using various Python libraries within the Jupyter environment 
under Microsoft Windows 11 64-bit.
 After performing data preprocessing, the dataset 
comprised of 2,042 records. The class imbalance was a 
multiclass classification problem. Out of 2,042 records, 37 
records were categorized in class 0 (1.8%), 49 in class 1 
(2.4%), 33 in class 2 (1.6%) and 1,923 in class 3 (94.2%). 
The normalized dataset with min-max scaling was then 
input to the feature selection process by the RF algorithm.
 Figure 1 displays the factor ranking for the dataset 
generated by the RF classifier. We examined the importance 
of these factors to identify those that significantly contributed 
to the input of the classification model. Ultimately, we 
determined that ten factors maximized the model precision. 
These factors were: creatinine level, fasting blood sugar 
level, systolic blood pressure, diastolic blood pressure, body 
mass index, pulse, weight, age, waist and height.

CR=creatinine, FBS=fasting blood sugar, SBP=systolic blood pressure, DBP=diastolic blood pressure, BMI=body mass index, 
PD=parent with diabetes 

Figure 1 Feature importance score using the Random Forest classifier
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 Next, the study uses k-folds cross validation,  
a method of retesting random input attributes, to test an 
algorithm model. The data is divided into 10 subsets, 
with 90% for training and 10% for testing. The process is 
repeated 10 times until all data records are part of the testing 
data34. All classifiers were fitted to the SMOTE training data. 
The method is iterated 10 times and the data, after applying 
SMOTE, are as follows: 1,729, 1,732, 1,730, 1,734, 1,728, 
1,729, 1,728, 1,734, 1,737 and 1,726, respectively. The 
performance of the machine learning classifiers was then 
assessed using the four performance evaluation metrics: 
accuracy, weighted precision, weighted recall and weighted 
F1-score. A flowchart of the proposed methodology is 
presented in Figure 2. The following subsection presents 
a comparison of the model performances.

 Diabetes model performances
 Figure 3 displays the performances of the six 
machine learning classifiers: RF, ETC, AdaBoost, SVM, 
KNN and ANN. The experimental results calculated, 
from the classifier confusion matrix in Table 2, showed 
that most of the classification models could accurately 
predict the follow-up period from the balanced dataset 
after feature selection. We focused on using the precision 
metric, which emphasizes accurate prediction of the follow-
up period classification, corresponding to the confusion 
matrix. The classifiers exhibited varying performances, 
with RF, AdaBoost, SVM and KNN classifiers achieving 
good precision. The SVM classifier exhibited the highest 
performances, with a weighted precision of 0.9226. The 
ETC classifier performed less well, while the ANN classifier 
produced the lowest performance for predicting diabetes 
follow-up periods, with a weighted precision of 0.8934.

Discussion
 Impact analysis of random forest feature 
selection and SMOTE 
 We conducted a comparative analysis of feature 
selection from the diabetes dataset without applying SMOTE 
to the dataset: precision was the performance metric. The 
RF, ETC, Adaboost and KNN models exhibited improved 
precision when feature selection by RF was applied 
(Figure 4). Specifically, the Adaboost model showed the 
most significant improvement, experiencing an increase 
in precision from 0.8868 to 0.8937. The precision of the 
SVM model was identical, 0.8868; whereas, ANN was the 
only model that exhibited a decrease in performance after 
the implementation of feature selection. Overall, adding 
feature selection to the six machine learning models failed 
to improve accuracy in only 16.67% of the diabetes dataset.
 We also studied the impact of SMOTE on the 
diabetes dataset without employing RF feature selection: 
all models demonstrated enhanced performances. The 
SVM model showed the most significant improvement; 
increasing precision from 0.8868 to 0.9276 (Figure 5). This 
study indicated that all models exhibited improved precision 
when SMOTE was applied to the dataset.

SMOTE=Synthetic Minority Oversampling Technique

Figure 2 Flowchart of the proposed methodology
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Confusion matrix Predicted classification

Class 0 Class 1 Class 2 Class 3

Actual 

classification

Random forest Class 0 2 6 3 26
Class 1 5 10 5 29
Class 2 3 6 1 23
Class 3 69 79 49 1,726

Extra trees classifier Class 0 1 2 1 33
Class 1 1 6 3 39
Class 2 2 3 2 26
Class 3 26 33 16 1,848

Adaptive boosting Class 0 2 3 0 32
Class 1 5 4 2 38
Class 2 1 1 3 28
Class 3 23 33 13 1,854

Support Vector 

Machine

Class 0 12 10 10 5
Class 1 17 15 11 6
Class 2 13 8 5 7
Class 3 218 221 342 1,142

Table 2 Classifier confusion matrix 

RF=Random Forest, ETC=Extra Trees classifier, Adaboost=Adaptive boosting, SVM=Support Vector Machine, KNN=K nearest neighbor, 
ANN=Artificial neural network

Figure 3 Performance comparison of all models using ten significant factors selected by RF, after data balancing with 
     SMOTE
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Confusion matrix Predicted classification

Class 0 Class 1 Class 2 Class 3

Actual

Classification

K-nearest neighbor Class 0 6 9 5 17
Class 1 11 9 8 21
Class 2 6 7 4 16
Class 3 210 255 193 1,265

Artificial neural network Class 0 1 4 0 32
Class 1 2 5 3 39
Class 2 2 1 2 28
Class 3 54 84 41 1,744

RF=Random Forest, ETC=Extra Trees classifier, Adaboost=Adaptive boosting, SVM=Support Vector Machine, KNN=K nearest neighbor, 
ANN=Artificial neural network

Figure 4 Precision comparison of all models with and without random Forest Feature selection

Table 2 (countinued)
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 Management implications
 Web-based diagnostics are used by researchers, 
doctors, and related healthcare providers to facilitate 
decision-making in a range of contexts35-40. Therefore, we 
designed and implemented a web-based tool for predicting 
the follow-up period of diabetes patients, aiming to assist 
medical teams in effective follow-up scheduling. The web-
based follow-up prediction system was implemented using 
Python V3.9.13 and Flask V2.3.2. The SVM prediction 
model, incorporating both RF feature selection and SMOTE 
data balancing, was implemented on the server side using 
Scikit.learn V1.3.2. The user can input feature data through 
a web browser on either a computer or a mobile device and 
then click the submit button. The input features are sent 
to a web server, where our model predicts the follow-up 
period and presents the result in the output interface: as 
shown in the Figure 6.

Figure 6 Web-based input form and prediction output         
   interface for predicting follow-up periods in 
            diabetes patients

RF=Random Forest, ETC=Extra Trees classifier, Adaboost=Adaptive boosting, SVM=Support Vector Machine, KNN=K nearest neighbor, 
ANN=Artificial neural network

Figure 5 Precision comparison of all models with and without SMOTE, from the whole 14 features
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Conclusion
 This study presented a novel tool for predicting the 
follow-up period of diabetes patients to help sustain the 
effects of a good care plan. An imbalanced hospital training 
dataset was preprocessed using the SMOTE. Important 
features in the dataset were identified by feature selection 
using the RF algorithm. The preprocessed dataset was then 
analyzed by various machine learning models that included: 
the RF, ETC, AdaBoost, SVM, KNN and ANN classifiers. 
Model performances were then compared. The experimental 
results demonstrated that the SVM outperformed the other 
models; achieving a score of 0.9296 for weighted precision. 
Furthermore, the predicted results were less accurate when 
the dataset was not balanced by the SMOTE and RF feature 
selection was not applied. In addition, we integrated our 
SVM prediction model into a web-based follow-up period 
prediction application, providing valuable support to the 
medical team in making informed decisions.
 This research holds the potential to make significant 
contributions to health monitoring systems, developing a 
valuable tool for both service users and medical teams. The 
advancement of categorization techniques for predicting 
follow-up monitoring of diabetes patients can significantly 
improve healthcare management. However, as this study 
focused on a medical records dataset from a specific 
hospital, the results may not be readily generalized. Future 
studies should consider the sampling technique used in the 
sample group before inferences can be made about an 
entire population. In addition, the follow-up period in the 
literature varies depending on glycemic targets, individual 
circumstances, treatment plans, comorbidity and population 
groups; such as adults, older adults, children, and pregnant 
individuals. The findings derived from our study are 
appropriate to the wider population. In future research, we 
intend to focus on studying specific population groups with 
comorbidity in order to compare the findings with existing 
literature.
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