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Abstract:
Objective: This study aimed to assess and validate the accuracy of contact clinical thermometers (CCTs), clinical digital 

thermometers (CDTs), temperature probes, and non-contact clinical infrared thermometers (NCCITs), which are commonly 

used at Songklanagarind Hospital.

Material and Methods: The Medical Equipment and Maintenance Centre (MEMC) at Songklanagarind Hospital collected 

a total of 187 clinical thermometers, from various departments. This collection comprised of 45 temperature probes, 112 

CDTs, and 30 infrared thermometers. All these thermometers underwent calibration at three distinct temperature points, 

via comparison with the secondary reference temperature standard (Pt100, SIKA). To assess the accuracy of the collected 

thermometers, an evaluation of the associated error and uncertainty was conducted. The maximum permissible errors 

(MPEs) were precisely defined as: ±0.2 °C and ±0.3 °C for CCT and ±0.5 °C for NCCIT.

Results: The results revealed that all temperature probes, which represent 100% of the sample, demonstrated an average 

acceptable accuracy; determined by the average of the percentage of acceptable accuracy across three temperature 

calibration points, within the Maximum Permissible Error (MPE) range of ±0.2 °C. However, only 14% of the CDTs 

showed an average acceptable accuracy within the MPE of ±0.2 °C. Meanwhile, 51% of the CDTs met the MPE of 

±0.3 °C. Additionally, 90% of the NCCIT demonstrated superior acceptable accuracy compared to the MPE of ±0.5 °C.
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Introduction   

Body temperature serves as a fundamental indicator 

of an individual’s health status; gaining heightened 

significance amidst the Coronavirus disease 2019 

(COVID-19) outbreak. A healthy adult typically exhibits a 

temperature ranging from 36.5 °C to 37.5 °C1, and clinical 

thermometers play a prominent role in measuring the body 

temperature.

Clinical thermometers can be broadly categorized 

into two types: Contact Clinical Thermometers (CCTs) and 

Non-Contact Clinical Infrared Thermometers (NCCITs). 

CCTs; such as Clinical Digital Thermometers (CDTs), are 

renowned for their speed and accuracy. For instance, 

TriMedika TRITEMP™, a UK-based manufacturer, reported 

an annual usage of 3 million CDTs in a 900-bed hospital2. 

On the other hand, NCCITs have the advantage of 

sustainability and contactless temperature measurement, 

which is particularly beneficial for assessing forehead 

temperature3. However, it’s important to note that some 

NCCIT models designed for fever screening demonstrated 

inaccuracies during the pandemic.

Typically, the use of inaccurate clinical thermometers 

during a health crisis can lead to improper treatment 

decisions, unnoticed spread of infections in healthcare 

settings, and risks to patient safety and clinical decision-

making. The degradation of equipment over time can also 

affect the precision of measurements. Therefore, regular 

maintenance and calibration of hospital equipment are 

crucial for patient safety. Both the CCTs and the NCCITs 

play vital roles in healthcare settings; however, their 

measurement accuracy requires careful examination through 

dedicated calibration techniques. Adherence to calibration 

standards in medical equipment evaluation is essential for 

reducing uncertainties and errors4. Thus, routine calibration 

ensures consistent standards and reliable equipment 

performance. The verification of thermometer accuracy 

involves using appropriate measurement methods; such 

as blackbody radiators (BBR) or measurement micro baths 

equipped with standard reference thermometers, as outlined 

by the American Society for Testing and Materials (ASTM)5.

The primary objective of this study was to investigate 

and confirm the accuracy of available Contact Clinical 

Thermometers (CCTs), including the Clinical Digital 

Thermometer (CDT) and temperature probe, as well as 

Non-Contact Clinical Infrared Thermometers (NCCITs), in 

accordance with their respective standards. The collection 

of these clinical thermometers was conducted across 

multiple departments under the management of the 

Medical Equipment and Maintenance Center (MEMC) at 

Songklanagarind Hospital.

Material and Methods
Experimental design

This research comprised two experiments: CCT 

and NCCIT. In the CCT experiment, we followed the 

evaluation criteria outlined in the ASTM E1112-006 for 

electronic thermometers in medical settings and ISO 80601-

2-56:2017 for clinical thermometers7. These standards 

Conclusion:  This research emphasizes the significance of assessing the reliability and accuracy of clinical thermometers 

through calibration techniques; especially during the ongoing COVID-19 pandemic, which demands large-scale illness 

screening.

Keywords: clinical thermometer accuracy, contact and non-contact clinical thermometers, Songklanagarind Hospital, 

temperature calibration
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require compliance through the standard comparison 

method for clinical electrical thermometers; including those 

with maximum device display temperature values and 

those for continuous measurements. Calibration involved 

a measurement range of 34.0 °C to 43.0 °C, with an MPE 

within ±0.2 °C and ±0.3 °C under standard conditions 

(room temperature 18 °C to 28 °C, relative humidity 30% 

to 70%), without condensation. Three standard reference 

points were used: 35.5 °C, 37.0 °C and 41.0 °C.

In the NCCIT experiment, we adhered to ASTM 

E1965-98 and IEC 80601-2-59:2017 for infrared 

thermometer accuracy. These standards specified an 

MPE of ±0.5 within a skin temperature range of 34.4 °C 

to 39.0 °C8,9. Accuracy was determined by comparing 

output temperatures with a calibrated infrared thermometer 

and a reference source, using a dry-block calibrator and 

a standard thermometer. Calibration in this experiment 

covered the range of 34.4 °C to 39.0 °C, with an MPE 

not exceeding ±0.5 °C under standard conditions (room 

temperature 15 °C to 35 °C, relative humidity 15% to 85%), 

without condensation. Three standard reference points were 

used: 35.5 °C, 37.0 °C and 39.0 °C.

Equipment

The temperature readings of the reference 

temperature source were taken using a standard digital 

thermometer (SDT) with a resistance temperature detector 

(RTD) (MH3710/GTF401, Pt100, SIKA, Germany), which 

had an uncertainty of 0.06 °C (coverage factor, k=2). The 

SDT with the RTD was calibrated by Inctech Metrological 

Center (IMC) Co., Ltd., with Certificate No. MT22-4141.

The reference temperature source (RTS) utilized 

a micro oil bath function (Temperature calibrator, Micro 

bath cavity TPM255S, SIKA, Germany), which included an 

internal silicone oil circulation system and a temperature-

controlled stirred-liquid bath. The oil volume used was 

at least one liter, enabling the creation of a reference 

temperature within the operating temperature range. The 

uncertainty of the reference temperature source was 0.08 

°C (coverage factor, k=2). The RTS exhibited a temperature 

stability of ±0.009 °C and a uniformity of ±0.008 °C 

(Measurement certificate from Inctech Metrological Center 

(IMC) Co., Ltd., Cert No. MT22-4140).

Another reference temperature source, a dry block 

cavity-TPM255S from SIKA, Germany, was employed 

to generate the reference temperature. This temperature 

calibrator was used in conjunction with the TPM255S device.

According to the temperature calibration standard, 

the ambient temperature and humidity in the measurement 

area were monitored and maintained in the range of 18 to 

28°C and 30 to 70% relative humidity (without condensation), 

respectively. These measurements were recorded using a 

digital data logger thermo-hygrometer (MHB-382SD, 

Mother Tool Co., Ltd., Japan). The accuracy of this thermo-

hygrometer was specified as ±0.8 °C and ±4% (reading) 

for humidity, within the range of 1% to 4% RH. It is worth 

noting that the ambient temperature and humidity in the 

calibration room varied due to air-conditioning and the 

time of day during the calibration process. To reduce the 

influence of outside temperature, a 15-minute acclimation 

period was observed for the unit under calibration (UUC) 

before initiating the calibration process.

Experimental setup

This research involved two experiments: the CCT 

and NCCIT. In these experiments, the UUC was calibrated 

by comparing it to the RTS using a specific calibration 

technique. The RTS had two functions: the micro bath 

function and the dry block calibrator function, which were 

used for calibrating the CCT and NCCIT, respectively. To 

initiate the measurement process, the RTS was set up in 

ascending order; starting from the lowest to the highest 

temperature points within the measurement range. The SDT 

with the RTD was placed in the working space of the micro 

bath cavity, and the temperature was gradually increased. 

The calibration measurement value was then obtained 



Samae M, et al.Thermometer Accuracy: Songklanagarind Hospital

Journal of Health Science and Medical Research                                                    J Health Sci Med Res4

from the stable standard digital thermometer, ensuring 

that the temperature change did not exceed 0.02°C. Each 

measurement was repeated five times to ensure accuracy 

(Figure 1).

The CDTs and NCCITs were calibrated in the 

calibration room (ISO/IEC 17025:2017, Accreditation No. 

calibration 0433) at the MEMC, Songklanagarind Hospital, 

while the body temperature probes were exclusively 

calibrated in the operating room (OR) of  Songklanagarind 

Hospital. During the CCT calibration process, the UUC 

included four CDTs, which were immersed simultaneously 

into the socket holder of the micro bath cavity. Additionally, 

two temperature probes were immersed at the same 

time into the micro bath cavity. The immersion depth 

was maintained at a minimum of 1.5 cm to ensure direct 

temperature contact between the calibrator and the UUCs. 

The measurement setups for the CDTs and the body 

temperature probe are illustrated in Figure 1(A) and Figure 

1(B), respectively. In the NCCIT calibration, the forehead 

infrared thermometer was initially set to either surface or 

object mode. It was then aimed at the direct center point 

at the end of the dry block cavity, with a distance of 5 cm 

from the bottom of the cavity. The measurement setup for 

the forehead infrared thermometer is depicted in Figure 1(C).

Data analysis 

In this study, we assessed the accuracy of 

temperature measurement using both CCT and NCCIT. 

Our evaluation specifically focused on measuring the 

error and associated uncertainty. For each measurement 

of temperature points, we conducted five repeated 

measurements using the UUC. The measurement results 

were obtained by averaging the readings from the UUC 

monitors (R
UUC

) from the UUC monitors, and the mean 

readings from the SDT monitors (R
SDT

). Subsequently, we 

calculated the error values (Error,∆T) for each measurement 

using the below equation (1).  

Error,∆T = R
UUC

 - R
SDT   

                                                           (1)

In every measurement inconsistencies are common. 

This is due to various factors; such as human error, 

resolution limitations, and the uniformity and stability of 

both the Unit Under Calibration (UUC) and the Standard 

Digital Thermometer (SDT). These factors can introduce 

Figure 1 The illustration shows the calibration setup, which includes (A) the clinical digital thermometers (CDTs), (B) the 

body temperature probe with the vital signs monitor, and (C) the forehead infrared thermometer
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uncertainties, which have been calculated using the guide 

to the expression of uncertainty in measurement (GUM)10. 

The uncertainty terms are determined through 

statistical calculation of repeated measurements (Type 

A), while others are derived from calibration certificates, 

system parameters, or environmental factors and their 

probability distributions (Type B). Briefly, Type A uncertainty 

is computed from a series of observations, whereas Type 

B uncertainty is evaluated using available information. 

Standard uncertainties, both Type A and Type B, can be 

combined using a method known as combined uncertainty, 

denoted as Uc(T), either through summation in quadrature 

or root sum of the squares. According to the Uc(T), the 

combined uncertainty of temperature is composed of various 

components. The        in Type A accounts for uncertainty 

arising from the standard deviation of mean values of 

the standard, while       in Type A represents uncertainty 

resulting from the standard deviation of the UUC. For each 

temperature, the standard deviation of the mean values 

(s(x)/√n) was calculated using deviations of the temperature 

readings. Additionally,       Type B,  considers uncertainty 

caused by the standard source;       takes into account 

uncertainty arising from the uniformity of the standard 

source, and        incorporates uncertainty related to the 

stability of the standard source; with these uncertainties 

obtained from the calibration certificate report. Moreover,

represents uncertainty resulting from the resolution of 

the standard source;            considers uncertainty stemming

from the resolution of the UUC, and    accounts for 

uncertainty arising from the drift of the standard source. 

One important aspect of uncertainty evaluation is the 

utilization of sensitivity coefficients (Ci). However, since all 

input quantities or uncertainty contributors are reported in 

the same unit of measure, employing the Ci of 1 allows 

for uncertainty calculation without affecting the results. To 

convert uncertainty to standard deviations, understanding 

probability distributions and their associated divisors is 

essential. If a normal distribution is assumed, uncertainty 

is divided by its associated coverage factor, k=2; if a 

rectangular distribution is assumed, each uncertainty 

component is divided by the square root of 3. Additionally, 

an important parameter to consider is degrees of freedom 

(Vi). In statistics, Vi represents the number of values in 

the final calculation that are free to vary. To calculate Vi, 

one subtracts the number of constraints from the number 

of observations (n). In other words, when the coverage 

factor is based on a 95% confidence interval wherein k=2, 

Vi is infinite. In the evaluation of uncertainty, the combined 

uncertainty of temperature, denoted as Uc(T), measured 

by the thermometers, is determined as specified in the 

equation below: (2).

 

(2)

Once the combined uncertainty is obtained, effective 

degrees of freedom are calculated according to the GUM10; 

as follows in equation (3), specifying a coverage probability 

of 95%.

                                                                 

Effective degrees of freedom=                     (3)

 

The Uc(T) is a commonly used metric for expressing 

measurement uncertainty. However, it is often necessary 

to provide an expanded uncertainty (U(T)), which defines 

a range around the measurement result encompassing a 

significant fraction of the distribution of values reasonably 

associated with the measured quantity. The calculation of 

U(T) represents the final step in estimating measurement 

uncertainty. To derive U(T), the Uc(T) is multiplied by the 

coverage factor k. In this study, k represents an interval, 

with a confidence level of approximately 95%, calculated 

using the T-value of the Student’s t-distribution based 

on the probability and the effective degrees of freedom. 

The estimated value of k is 2. Consequently, the U(T) 
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for temperature can be ascertained by multiplying Uc(T) 

by k; as demonstrated in Equation (4). The overview of 

uncertainty budget evaluation is provided in Table 1. 

U(T)=Uc(T) · k                                                    (4)

In the validation of clinical thermometers, acceptable 

accuracy is ensured by establishing the acceptable range 

for the CCT, which combines the error (∆T) and expanded 

uncertainty (U(T)) within the MPE. The acceptable accuracy 

of CCT should not exceed ±0.2 °C and ±0.3 °C (MPE
CCT

). 

For the NCCIT, the acceptable accuracy should not exceed 

the MPE of ±0.5 °C (MPE
NCCIT

); as specified in equation (5).

Acceptable accuracy=Error,∆T+U(T)≤MPE
CCT,NCCIT

                        

(5)

To ensure proper management of cl inical 

thermometers and guide appropriate decision-making, if 

the accuracy (Error,∆T+U(T)) falls within the MPE limit, the 

device is deemed suitable for continued use. However, if the 

accuracy (Error,∆T+U(T)) exceeds the MPE limit, corrective 

actions as well as preventive action are required before 

the device can be used for any further processes. The 

corrective action and preventive action provide a structured 

approach for identifying the root cause of problems and 

resolving them. Following the successful implementation 

of corrective actions, the device undergoes recalibration 

to validate its accuracy. If the results are satisfactory, the 

device is permitted for use again. However, if the defect 

persists and cannot be rectified, the instrument is considered 

permanently damaged and must be decommissioned.

Result and Discussion
The CDT testing of the CCT

In assessing the accuracy of the CCT, specifically the 

CDT from the AA brand used in Songklanagarind Hospital, 

we collected 112 devices. Our objective was to evaluate 

the error and associated uncertainty to determine the 

Table 1 Uncertainty budget for temperature of clinical thermometers

Term Type Probability
distribution

Vi Ci Uncertainty contribution (Ui)

A Normal n-1 1

A Normal n-1 1

B Normal ∞ 1

B Rectangular ∞ 1

B Rectangular ∞ 1

B Rectangular ∞ 1

B Rectangular ∞ 1

B Rectangular ∞ 1

Combined uncertainty (2)
Effective degrees of freedom (3)
Coverage factor k 2
Expanded uncertainty U

(95%)
(4)

Vi=degrees of freedom, Ci=sensitivity coefficients
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accuracy of all the collected thermometers. The accuracy 

testing of the CDT involved comparing it to clinical electrical 

thermometers at temperature points of 35.5 °C, 37.0 °C 

and 41.0 °C.

Generally, high accuracy is indicated when the 

measured value of UUC is very close to the actual value 

obtained from the monitors of the SDT. To analyze the 

frequency of errors, we utilized a valuable quality tool: 

the Pareto diagram. The aim of the Pareto chart was to 

identify the most frequently occurring accuracy by combining 

the error and expanded uncertainty (Error,∆T+U(T)). The 

accuracy of Error,∆T + U(T) was represented by longer 

bars on the left and shorter bars on the right, based on 

the count of the CDTs. Figures 2 (A–C) show the Pareto 

charts at 35.5 °C, 37.0 °C and 41.0 °C, respectively. The 

distribution of Error,∆T+U(T) for the CDT was presented 

as ranging from 0.32 °C to 0.67 °C at 35.5 °C; from 0.20 

°C to 0.40 °C at 37.0°C, and from 0.16 °C to 0.41 °C at 

41.0 °C. Notably, at 37.0°C, the cumulative count of the 

CDT was particularly high at 90% in the ranges from 0.10 

°C to 0.40 °C.

In terms of acceptable findings within the MPE ±0.2 

°C of the CDT, they were approximately 2%, 22% and 

18% at the temperature points of 35.5°C, 37.0 °C and 41.0 

°C, respectively. Similarly, within the MPE ±0.3 °C, the 

acceptable results were roughly 15%, 76% and 60% at the 

Figure 2 Illustration of the pareto charts showing the distribution of accuracy errors combined with uncertainty for the 

CDT, with AA brand at the temperature points: (A) 35.5 °C, (B) 37.0 °C and (C) 41.0 °C
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temperature points of 35.5 °C, 37.0 °C and 41.0 °C. Notably, 

as the MPE increased, the percentage of acceptable results 

for the CDT also increased, reaching up to 90% at every 

temperature point; particularly for an MPE of ±0.5 °C, as 

shown in Figures 3 (A–C), at 35.5 °C, 37.0 °C and 41.0 

°C, respectively. These findings indicate that it is crucial to 

thoroughly assess the accuracy and reliability of the CDT 

before using it as a practical measurement device; especially 

at the temperature point of 35.5 °C. 

In previous studies on the accuracy of the CDTs, 

various thermometers have been verified. However, there is 

a limited understanding of their accuracy and reproducibility 

in diagnosing patients with suspected fever11. This lack of 

knowledge extends to the accuracy and reproducibility of 

these thermometers in similar diagnostic scenarios. In our 

study, it was discovered that the CDTs yielded approximately 

90% acceptable results within the MPE of ±0.4 °C at a 

critical temperature point of 37.0 °C in medical diagnosis. 

The body temperature probe testing of CCT  

Temperature probe measurements are generally 

reliable; however, inaccurate readings can occur due to 

faulty parts. Therefore, it is recommended that temperature 

probes be validated against a reference temperature before 

being used in clinical settings12. This study specifically 

focused on AB-brand temperature probes used exclusively 

in operating rooms. A total of 45 probes, including 30 

adult probes and 15 pediatric probes, were examined. The 

Figure 3 Charts depicting the percentage acceptance of CDTs at specific temperature points: (A) 35.5 °C, (B) 37.0 °C and 

(C) 41.0 °C, with MPE values of ±0.2 °C, ±0.3 °C, ±0.4 °C and ±0.5 °C
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Figure 4 Illustration of the pareto charts representing the distribution of accuracy and error-combined uncertainty for 

temperature probes with vital signs monitors, for both adults and pediatric patients; at temperature points: (A) 

35.5 °C, (B) 37.0 °C and (C) 41.0 °C

accuracy testing of the body temperature probes involved 

continuous comparisons with clinical electrical thermometers 

at temperature points of 35.5 °C, 37.0 °C, and 41.0 °C.

For the adult temperature probes, the distribution of 

the Error,∆T+U(T), ranged from 0.07 °C to 0.12 °C, 0.09 

°C to 0.10 °C and 0.07 °C to 0.11 °C, at 35.5 °C, 37.0 °C 

and 41.0 °C, respectively. These temperature readings 

accounted for approximately 80% of the cumulative 

total. Similarly, for the pediatric temperature probes, the 

Error,∆T+U(T) values ranged from 0.07 °C to 0.11 °C, 0.05 

°C to 0.10 °C and 0.07 °C to 0.12 °C, at 35.5 °C, 37.0 °C 

and 41.0 °C, respectively. The accuracy results for both adult 

and pediatric temperature probes are presented in Figures 

4 (A-C); at 35.5 °C, 37.0 °C and 41.0 °C, respectively. 

Importantly, all temperature probes exhibited good accuracy, 

closely aligning with the exact values.

In terms of body temperature probes, both the adult 

and pediatric probes demonstrated 100% acceptability 

within an MPE of at least ±0.20 °C across all temperature 

points; as shown in Figure 5 (A-C). Furthermore, this 
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study found that the accuracy of the body temperature 

probes remained consistent, with deviations of less than 

0.1 °C during a long-term stability test; particularly at the 

critical temperature point of 37.0 °C, which is of significant 

importance in medical diagnosis.

The infrared forehead thermometer testing of 

NCCIT 

The purpose of this study was to assess the 

accuracy of infrared forehead thermometers. Thirty 

devices from different brands (F1, F2, F3, F4, F5, F6, F7, 

F8, F9, F10, F11, F12, and F13) were randomly selected 

from Songklanagarind Hospital. The accuracy of these 

thermometers was tested according to the requirements 

outlined in IEC 80601-2-59:20178 and ASTM E1965-

98:201613, at three temperature points: 35.5 °C, 37.0 °C and 

39.0°C. The accuracy of the NCCIT brand was depicted in 

a Pareto chart, focusing on the most frequently distributed 

Error,∆T+U(T). The chart showed that the temperature 

readings for NCCIT thermometers had an Error,∆T+U(T) 

range of -0.24 °C to 0.60 °C, -0.53 °C to 0.27 °C and 

-0.74 °C to 0.31 °C; at 35.5 °C, 37.0 °C and 39.0 °C, 

respectively. These readings accounted for approximately 

90% of the cumulative total; as shown in Figures 6 (A-C).

To comply with the standard requirements, the 

NCCIT thermometers were expected to maintain a MPE 

within ±0.5 °C. During the evaluation of NCCIT brands, all 

nine brands (F1, F3, F4, F7, F8, F10, F11, F12 and F13) 

demonstrated 100% acceptability within the MPE at all 

temperature points. The only brand that failed to find the 

MPE criteria was brand F9, likely due to device deterioration 

caused by prolonged usage. However, it is important to 

Figure 5 Diagram of the percentage of overall acceptable temperature probes at specific temperature points: (A) 35.5 °C, 

(B) 37.0 °C and (C) 41.0 °C, based on the MPE values of ±0.2 °C, ±0.3 °C, ±0.4° C and ±0.5 °C
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note that the NCCITs used in this study constitute a limited 

sample size, and their results may not be fully representative 

of the entire population.

These findings regarding the accuracy of infrared 

forehead thermometers align with a previous report by 

Stacey J6, which identified error values ranging from -0.9 

°C to over 0.2 °C, depending on the brand. The summary 

of the NCCITs in this study showed consistent acceptability 

rates of up to 80% within an MPE range of ±0.3 to ±0.5 

°C, at temperature points of 35.5 °C, 37.0 °C and 39.0 °C, 

as shown in Figures 7 (A-C). However, there were lower 

percentages of acceptable NCCIT brands, such as F2, F5, 

and F9, at all temperature points due to their lower detector 

sensitivities. NCCIT detectors are typically more sensitive 

at higher temperatures when particles move faster14 or the 

physical distance condition is not met, the flashing LED, or 

vibration should trigger an indication (warning for physical 

distancing and alteration for pyrexia warning, respectively. 

Therefore, if some NCCIT brands showed low acceptability 

rates according to the MPE, it could indicate deterioration 

of the NCCIT detector over its service life; especially 

during the COVID-19 outbreaks. These findings emphasize 

the importance of thoroughly evaluating the accuracy 

and reliability of NCCITs before using them as practical 

measurement devices.

Figure 6 Pareto charts illustrating the distribution of error-combined uncertainty accuracy for the NCCIT at the temperature 

points of (A) 35.5 °C, (B) 37.0 °C and (C) 39.0 °C
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80% falling within the ±0.5 °C MPE range; particularly at 

the critical temperature point of 37.0 °C.

These results emphasize the importance of 

conducting comprehensive accuracy assessments for both 

CDTs and NCCITs before their practical use; especially 

during pandemics or disease outbreaks that require 

large-scale illness screening. Furthermore, this study 

focused on evaluating the routinely used body temperature 

thermometers at Songklanagarind Hospital in Thailand, 

confirming their compliance with the MPE standard. 

Moreover, it explored the potential suitability of these 

devices for future investments in temperature calibration 

setups throughout Thailand’s hospital network.
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and (C) 39.0 °C, based on the MPE values of ±0.2 °C, ±0.3 °C, ±0.4 °C and ±0.5 °C
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